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CHAPTER 1

+

INTRODUCTION

This manual contains information necessary to install and use the Emu-
logic EMUNET system. The system consists of high-speed data link (HSL)
hardware and virtual disk system (VDS) control software and files. This
system provides virtual disk operation for the RT-11 based Emulogic
ECL-3211 Microprocessor Development System (MDS) stations connected to an
RSX-11M or VAX/VMS based host computer. Installation and operation of the
system requires no knowledge of programming languages and only general
knowledge of the RT-11, RSX-11l, or VMS operating systems*.

OVERVIEW

In the Emulogic EMUNET system environment, RT-11 based computers --
called satellites -— wuse the resources of a physical disk located on an
RSX-11IM or VMS based computer -- called the host. The satellites are con-
nected to the host by a high-speed communications network. A single host
can support up to 4 EMUNET system lines (subnets) with as many as 15
satellites per line. This network, together with several software compo-
nents, comprises the virtual disk system.

Each satellite operates as though it had a 1local physical disk. A
special RT-11 handler on each satellite routes disk I/0 requests to the
host using the high-speed link network. Software on the host services the
I/0 requests, passing them to one of its own disks. Thus, the satellite
virtual disks reside on the host physical disk and are connected to the
satellite through the high-speed network.

*Users installing HSL network hardware on VAX 11/7XX host computers will
require the assistance of a Digital Equipment Corporation (DEC) field ser-
vice technician. To ensure expeditious installation, consult Chapter 3
and make an appointment with DEC Field Service to make the necessary back-
plane preparations.
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The EMUNET system system uses Emulogic-developed high~speed 1link
hardware to support the network communications. Special Emulogic software
provides the simulation required to create the virtual disk imaging. The
hardware and software components are described in the following sections.

THE HIGH-SPEED LINK

The EMUNET system high-speed link (HSL) is a communications device that
can transfer information between satellite and host at a rate of one mega-
baud (one million bits per second). The device operates using direct
memory access (DMA) and runs on any LSI-ll, PDP-11, or VAX processor.

A number of satellites can be connected together using a single coaxial
cable. The satellites are connected in what is known as "multi-drop
topology." The HSL hardware plugs directly into an LSI~11 bus (Q-BUS) and
communicates over a 75-ohm coaxial cable. The cable length can be as long
as 30,000 feet, depending on the type of cable used.

VIRTUAL DISK IMAGING

The Emulogic EMUNET system provides abundant and efficient mass data
storage in an installation where several ECS-3211 MDS stations are used.
These stations, called satellites, can share the disk resources of a
larger RSX-1IM or VMS based computer system which serves as a network
host. The network can consist of one or more primary lines (subnets) with
up to 15 satellites per subnet. Each satellite can address the data on
the host’s disks as though it were calling information from its own sto-
rage. For this reason, we refer to this method of data storage and access
as "virtual." Figure l-1 presents a diagram showing a typical EMUNET sys-
tem configuration.
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Figure 1-1: Sample network configuration

EMUNET SYSTEM OPERATION

When a satellite in the EMUNET system network has a disk request, a
special RT-11 handler in the satellite routes the disk request to the host
over the high-speed link network. Software on the host services the
request, from one of its own disks. Essentially, the satellite virtual
disks reside on a host physical disk, and are connected to the satellite
through the high-speed network.

Each satellite uses disk resources of the host disks which contain the
physical representations of the virtual disk volumes. Since these virtual
disk volumes contain the RT-11 operating system and file structure, there
is no significant difference between using the ECL-3211 MDS as a
stand-alone station or as a satellite on the EMUNET system network.
However, you should observe the following minor exceptions when operating
in the EMUNET system environment:

o The 8 virtual disk devices are referred to as VSO: . . . VS7:

o Read-only volumes must not be assigned to a system device,

o The storage space allocated to each virtual disk wunit can be
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specified according to need. All units do not need to have the
same storage capacity.



CHAPTER 2

EMUNET SYSTEM COMPONENTS

The Emulogic Multi-User system is a fully integrated package of
hardware and software components. The hardware forms the physical connec-
tions between satellites and host computer. The software forms the
logical interfaces at the satellite stations and at the host. Together,
the hardware and software allow transparent use of host disk resources by
the satellites and management of virtual files at the host.

HARDWARE COMPONENTS

The Emulogic Multi-User system (HSL) hardware kit is a custom package.
A pair of HSL boards, a length of 75-ohm coaxial (coax) cable, and a set
of bootstrap ROM chips are provided for each satellite ECL-3211 MDS. For
the host, the hardware supplied depends on the configuration of your sys-
tem; UNIBUS and Q-BUS versions are available. The host hardware kit
includes a pair of HSL boards, 75-ohm cabling, and -- when necessary --
appropriate UNIBUS to Q-BUS connection hardware. A complete description
of the hardware components is included in the installation section of this
guide.

THE HSL BOARDS

The two HSL boards are designated as Direct Memory Access (DMA) and
Data Communication (DATACOM). These two units fit into sequential slots
on a Q-BUS (LSI-11 bus) backplane. Because of its high-speed bus communi-
cation activity, the DMA board must be installed electrically closer to
the host CPU. The DMA and DATACOM boards are linked together by a short
40-wire cable or "jumper."

The DMA board provides intra-system data transfer (the path from the
satellite or host memory to the HSL DATACOM board) using Digital Equipment
Corporation’s (DEC) direct memory access technique. The DATACOM board
processes virtual disk requests for transmission over the bi-directional
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HSL cable. The DATACOM board also processes data received over the link
and passes it to the DMA. Together with the cable network, these boards
comprise the physical high~speed link.

THE CABLE NETWORK

A network of 75-ohm coaxial cable forms the physical tie between satel-
lite and host. A length of cable, electrically terminated at each end,
extends along a route on which the host computer and one or more Enulogic
ECL-3211 satellites reside. The host and satellites are tapped into this
line using standard BNC "T" connectors and plugs. This cable configura-
tion 1is capable of carrying transmissions at up to 1 million bits per
second (l megabaud). Depending upon the type of host, 1 to 4 such lines
can be supported, each with as many as 15 satellites.

Satellite Hardware Bootstrap

ECL-3211 MDS bootstrapping 1is initiated by a ROM coded program.
Normally, the ROM program calls the bootstrap from a local disk device.
However, when satellites do not have their own 1local disk storage they
must rely on the virtual disk resources for all disk requirements. To
resolve this situation, Emulogic provides a special set of bootstrap ROMs
for cold starting a satellite from its virtual disk. These special ROMs
are used in place of the standard DEC bootstrap ROMs. At satellite
start-up, this program calls and executes the RT-11 bootstrap from the
virtual volume on the host.

SOFTWARE COMPONENTS

The Multi-User system supports identical functions whether hosted by a
PDP-11 or VAX-1l computer system. The software components for these two
systems are, however, necessarily different in content and structure. The
software components used on the satellites and the network protocols are
identical regardless of host type. The host is transparent to the satel-
lites, allowing for easy host upgrades as facilities mature.

The Multi-User system software has 2 primary tasks. At the satellite
station, software must convert standard RT-11 input/output (I/0) requests
for disk-stored data to virtual disk requests, pass output requests and
data to the HSL channel, and receive data responses to input requests from
the HSL channel. At the host, software must receive virtual disk requests
from the satellites, convert the requests to logical disk locations, and
fetch or store data appropriately. When a satellite request is for data
retrieval, the host software must also package the data and direct it back
to the requesting station.
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SATELLITE RT-11 SOFTWARE COMPONENTS

There are 2 software components that support the Emulogic ECL-3211 (sa-
tellite) end of the EMUNET network. These components concern the I/0
request managment, satellite bootstrapping from virtual volumes, and net-
work date/time synchronization functions.

Satellite RT~11 Handler

The RT-11 handler, VS.SYS, receives all disk I/0 requests under the
MDS‘s RT-11 operating system. In effect, the handler is a virtual disk
device in that from the system’s and programmer’s point of view, disk
requests are handled as if using the satellite’s own disk resources. The
handler appears as a 8~unit disk and permits programs on the satellite to
do read and write operations on any of these disk units. The handler
transforms these operations to requests for reads and writes on the host
and passes these, with associated data, to the high-speed link.

From a programming standpoint, the RT-11 handler appears identical to
any physical disk handler, and there are no special programming require-
ments needed to use it. The size of the virtual disk volume is determined
by the size of the virtual disk file on the host which contains it.

Network Time and Date Synchronization

Usually it is desirable that all computer systems connected in a net-
work wuse the same date and time references. In the EMUNET environment,
this goal is met through a utility program: SETDAT. This program queries
the host for the current date and time and then initializes the ECL-3211
MDS clock with these wvalues. You can invoke this program when a satellite
is booted from the host by placing the instruction "R SETDAT" in the
STARTS.COM file.

MULTI-USER HOST SYSTEM SOFTWARE

To direct communications over the HSL network, the Emulogic Multi-User
host system 1is provided with a set of controlling software programs.
These programs are largely responsible for virtual I/0 operations of the
system and are thus part of the VDS software. Since there are significant
differences in the operation of DEC’s RSX-11 and VMS operating systems,
Emulogic has created specific VDS software for each of these operating
system environments.

RSX-11M SOFTWARE COMPONENTS
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Two major programs support the host end of the EMUNET network under an
RSX-11M host.

The File Server Task

The RSX-11M file server task, VIP, is responsible for servicing disk
I/0 requests. For each satellite, an image of VIP is installed under a
different name. Each VIP image reads and writes to files on a host physi-
cal disk. These files represent the virtual disk volumes of the satellite
which it services. Because there is one image (task) serving each satel-
lite, the satellite virtual disks can operate in parallel, with I/0

requests from one satellite being serviced independently of requests from
another,

The linkage between a satellite virtual disk and the actual file on the
host 1is determined by the command line entered when each VIP task is ini-
tialized. An initializing command statement, each task is supplied with
information identifying which satellite it serves, what files it should
attach as virtual disks, and whether write-protected status applies. (VIP
also has the ability to attach entire devices as virtual volumes. This
provides the facility for a satellite to work directly to RT-11 structured
physical volumes present on host disk drives.)

RSX-11M Driver

The RSX-11M driver, ZVDRV, operates the host Multi-User system
hardware. The driver processes I/0 requests passed from the file server
task (VIP). On command from VIP, the driver can receive information from
an RT-11 satellite or send information to it. It is the function of the
driver to relay information from RT-1l satellites to the VIP tasks.

VMS SOFTWARE COMPONENTS

There are three operating-system specific software packages that con-
trol the Multi-User system in the VAX/VMS environment. These packages
direct internal data and address translation at the host and drive the HSL
hardware. The components are described in the following sections.

Net Manager

Under a VMS operating system, VDS uses a small database and manager as
the host software interface. This package, called the EMUNETMGR, receives
packets, schedules the packets for processing and maintains the network
data base. It is the central manager for all network operations on the
VAX/VMS host. The database maintains a directory of all satellites, their
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requests, and other pertinent information.

The network manager module does not receive 1its direction from the
packet., Instead, under program control, EMUNETMGR evaluates the informa-
tion in each packet and, from it, determines the type of service required
and calls the appropriate service routine.

VMS Driver

The VMS driver, ZVDRIVER, is an interface between the host HSL hardware
and the VAX/VMS I/0 subsystems (RMS and QIO). The driver allows a program
to control the HSL through the RMS or QIO facilities. In particular, the
driver passes packets back and forth between the network manager and the
HSL network.

Management Utility

The network control program (ECP) is a utility program that allows the
system manager to configure, control, and monitor the network system. It
is this utility which allows you to specify and map wvirtual volumes for
satellites. Refer to "Using the ECP" later in this guide for details.

HOST-INDEPENDENT SOFTWARE COMPONENTS

Besides the host system—-specific sopftware packages described in the
preceding sections, Emulogic’s Multi-User includes two
environment-independent utility programs. These programs simplify a wvar-
iety of file manipulation and management tasks at the host level.

Virtual Disk File Transfer Utility

A virtual disk file transfer utility, VDX, runs on either RSX-1lIM or
VAX/VMS hosts. This wutility is used for transferring files in Files-11
format to virtual disk volumes, and vice versa. It is similar in function
and operation to the file-exchange (FLX) utility. In addition to transfer
functions, it can also initialize volumes, extend volumes, 1list directo-
ries, and write virtual disk boot blocks., The utility, therefore, permits
access on the host to the virtual disk volumes to facilitate maintenance
activities.
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RT-11 Emulator

The RT-11 Emulator (RTEM-11), offered by DEC for RSX-1IM and VMS, 1is
totally compatible with EMUNET. Not only does it allow for the use of
RT-11 utilities and development tools on the host machine, but it also has
the ability to attach and directly use EMUNET virtual volumes. Because of
this, RTEM~1l has applications in maintenance activities related to
Multi-User files as well as facilitating the use of Emulogic software
development tools on the host computer.

SUMMARY

Emulogic, Inc. provides a full range of control and utility software
for 1its Multi-User system. Automated software provides transparent
interaction between ECL-3211 satellite MDS stations and an RSX-1IM or
VAX/VMS host computer system. In addition, standard installation and
utility packages allow complete system management and maintenance capabil-
ity.



CHAPTER 3

INSTALLING EMUNET SYSTEM HARDWARE

Depending on the model of Digital Equipment Corporation computer system
that is your host system, Emulogic has shipped you one or more hardware
installation kits. The basic kit is intended for the Emulogic ECL-3211
Microprocessor Development System and all LSI-1l bus (Q-BUS) based host
computers. The UNIBUS kit is for all UNIBUS based PDP-11 and VAX-11l/7XX
host computers.

The instructions below will guide you through the installation of EMU-
NET system hardware for any of these host and satellite configurations.

INSTALLATION EVENTS

Installation of the HSL VDS hardware consists of the following steps,
although not necessarily in this order:

Installing satellite hardware,

Installing host hardware,

Installing host software,

Planning, running, and connecting network cabling.

[oR =T o 2o}

These steps are described in detail in the following sections. You should

read quickly through this information before beginning actual installa-
tion.

USING INSTALLATION INSTRUCTIONS

Follow the directions in "Board Installation" to insert the DMA and
DATACOM boards in any Q-BUS backplane (ECL-3211 MDS, LSI-11 BUS, or auxil-
liary Q-BUS backplane). If your host computer is a UNIBUS based system,
find the directions for connecting the bus converter, cabling, and auxil-
liary backplane assembly in "Installing a Bus Converter in a Unibus Host".
When you have designed your network cable (75-ohm coax) layout, follow the
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directions under "Coaxial Cable Installation” to connect the cables to
ECL-3211 satellites and to the host.

INSTALLING HSL HARDWARE IN YOUR Q-BUS SYSTEM

In the kit required for a Q-BUS HSL installation, Emulogic supplies:

o 1 DMA and 1 DATACOM board,

o 1 40-wire ribbon cable,

o 1 20-foot 75-ohm coax cable and 1 BNC "T" connector, or

o 1 100-foot 75-ohm coax cable, 2 BNC terminators, and 1 BNC "T"
connector.

Kits for installation in the Emulogic ECL-3211 system use the 20-foot
cable and "T" connector. Kits for PDP-11/23 hosts use the 100-foot cable,
cable terminators, and "T" connector. The components of the Q-BUS instal~-
lation kit are shown in Figure 3-1.

Figure 3-1. Q-BUS EMUNET system hardware kit.

BOARD INSTALLATION

Install the boards in your Q-BUS backplane according to the following
steps. Check off each step ( ) as you complete it.

l. () Log off the system and turn off the main power switch.
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2. () Disconnect the power cord from the A/C power source.

3. ( ) Open the back of the BAll-NE (or equivalent) cabinet
containing DEC processor and other system boards.

4. () Prepare space for the HSL boards. Installation requires
at least 2 sequential slots on the bus. (You may have to
reposition the 2 quad-sized Emulogic Map and Control
boards of the ECL-3211 MDS to obtain the necessary

space.) If three slots can be freed, this will simplify
the installation.

5 ( ) Slide the DMA board into the upper open slot on the bus
and seat it firmly in the backplane connectors.

6. ( ) Slide the DATACOM board into the lower open slot (leave
an empty slot between the two boards if space is avail-
able) and seat it firmly in the backplane connectors.

7. () Link the DMA and DATACOM boards by inserting the 40-wire
jumper ribbon cable.

a. ( ) Locate the jumper ribbon and positions it with the
red-marked wire to the right.

b. ( ) Insert one plug in the 40-pin comnector on the DMA
board.

c. () Insert the plug at the free end of the jumper in
the 40-pin connector on the DATACOM board.

8. ( ) Route the thin white coax (pigtail) with the BNC connec-—
tor so that it will exit from the rear of the cabinet

without being crimped when the door is closed.

9. () Close the cabinet rear door.

VDS BOOTSTRAP HARDWARE

Emulogic provides a small hardware kit which allows your satellite
ECL-3211 station to obtain a bootstrap program from its private virtual
disk. If you have purchased your ECL-3211 as a virtual disk satellite, it
has already been factory configured to boot from the EMUNET network., If
your ECL-3211 has local mass storage as well as access to VDS, it is not
necessary to provide for VDS booting. If your Emulogic MDS stations have
not been purchased specifically for use in the EMUNET environment but will
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not have 1local disk devices, you need to install the VDS bootstrap
hardware kit.

The VDS bootstrap kit consists of two read only memory (ROM) chips
which contain a small (256~word) bootstrap loading program. The two ROMs
fit into sockets on the MXV-1l board; in addition several jumper wires
must be reconfigured. Assuming that the MXV-11 is initially strapped to
DEC factory configuration, the following steps describe the installation
of the VDS bootstrap ROMs:

I. () Insert the ROM chip labeled "HIGH" into socket E67 (the
outer socket).

2. () Insert the ROM chip labeled "LOW" into socket E57, (the
inner socket).

3. () Remove all jumpers from J33-J40 except J33 to J32.
4. () Connect J33 to J37, J33 to J38, and J39 to J4O.
5 ( ) Remove all jumpers from J29.

6. ( ) Connect J15 to J29.

INSTALLING A BUS CONVERTER IN A UNIBUS HOST

If your EMUNET system host computer is in the PDP-11 or VAX-1l1 fami-
lies, it wuses a UNIBUS design which is not directly compatible with the
DMA board. Emulogic has included in your hardware installation kit:

o 1 auxilliary Q-BUS backplane

o 1 set of HSL boards (DMA and DATACOM);

o 1l 40-wire flat jumper cable (12-inch);

o 1 quad-sized UNIBUS translator board (for host UNIBUS) and 1
dual-sizd translator board (for auxilliary Q-BUS);

o 2 10-foot, 40-wire ribbon connector cables;

o 1 100-foot 75-ohm coax cable, 2 75-ohm terminators, and 1 "T"
connector.

Because host hardware configurations differ, the Q-BUS backplane assem-
bly you receive may not be identical to the one shown in Figure 3-2.
However, the unit for your system is similar, and the following discus-
sions and instructions apply to any Emulogic-supplied backplane
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configuration.

BACKPLANE JUMPER RECONFIGURATION

To use the Emulogic-supplied UNIBUS/Q-BUS interface, an alteration of
the UNIBUS backplane jumper wiring must be made. Since this is a small
but intricate procedure, we strongly recommend that you contact your Digi-
tal Equipment Corporation service technician to assist with this task.

UNIBUS Jumper Reconfiguration Procedure

On current production backplanes, DEC places a wire-wrap jumper from
pin CAl to pin CBl of each slot to preserve the '"daisy chain" continuity
of the non-processor grant (NPG) signal. On the slot to be used for the
DMA board only, you must remove this jumper wire. This is the only pre-
paration required for HSL hardware installation in UNIBUS host systems.

Q-BUS CONNECTION

Install the HSL hardware components in the VAX 11/750 host according to
the following steps:

1. () Position the Q-BUS backplane assembly. (If this unit is
to be rack mounted, perform this operation before con-
tinuing with the installation procedures.)

2. ( ) Shut down the host computer system.

3. () When shut down is complete, turn off power to the disk
drive devices.

4, () Turn off power to the processor.

5. ( ) Disconnect the processor’s power cord from the A/C
source.

6. () Open the cabinet rear panel to gain access to the UNIBUS
card cage.

7. () In the re-jumpered slot prepared by your DEC field ser-
vice technician, insert the quad-sized UNIBUS translator
board (component side upward).

8. () In first (top) slot of the auxilliary Q-BUS backplane,
insert the dual-sized translator board (component side
up)e



INSTALLING EMUNET SYSTEM HARDWARE

Page 3-6

9. ( ) Join the translator board in the host backplane to the
one in the auxilliary backplane using the 2 10-foot rib-
bon cables. Be sure to match the polarity of the cables
as you install each one by keeping the red-marked wire
to the right side on both boards.

a. ( ) Connect "J1" of the host translator board to "JI"
of the auxilliary backplane translator board.

b. ( ) Next, connect "J2" to

10, ( ) Slide the DMA board in the

"J2" in the same manner.

slot directly below the

translator board in the auxilliary Q-BUS backplane.

11. ( ) Slide the DATACOM board in the slot below the DMA (leave
an empty slot between, 1f space allows) in the auxilli-

ary backplane.

12, ( ) Connect the DMA and DATACOM boards using the short

40-wire jumper cable.

a. () With the red-marked wire on the right, insert one
plug into the 40-pin socket of the DMA board.

b. ( ) Again with the red on the right, insert the remain-
ing plug of the jumper into the 40-pin socket of

the DATACOM board.

9. () Check that all boards and cables on both the UNIBUS and

Q-BUS backplanes are fully

inserted in their respective

connectors and correctly located.

10, ( ) Route the backplane connector cables, the jumper cables,

and the small white pigtail
be crimped when the cabinet

so that these wires will not
door or panel is closed.

11. ( ) Check that the power switches for the processor and the
auxilliary backplane are in the "Off" position.

12, ( ) Plug in the power cords for
backplane.

13, ( ) Switch the power on for the
14, ( ) Switch the power on for the
CAUTION: It is very important that

auxilliary Q-BUS backplane
cessor and switch off Q-BUS

the processor and auxilliary

auxilliary Q-BUS backplane.
Processor.
you always switch on the

before switching on the pro-
only after the processor has
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been shut off.

COMMUNICATIONS CABLE

The cable design for the high-speed link is very simple. It consists
of a 1length of 75-ohm coax cable electrically terminated at both ends.
"T" connectors provide junctions for the satellite locations. If you use
standard RG 59/U cable, the cable must be less than a 5000 feet long. Any
line can have as many "T" connectors as necessary up to a maximum of 16
(one for the host and one each for up to 15 satellites). Emulogic sup-
plies 100 feet of primary cabling material, which is sufficient to support
the high-speed 1link if the satellites are located in relatively close
proximity to the host. However, if your system is distributed over a
large area, you need to arrange for additional coaxial cable.

The high-speed link is not sensitive to the physical location of the
host or satellites along the cable. It is therefore not necessary to have
the host located at or near the end of the cable, nor is it necessary to
locate the satellites in any particular order. This is because HSL source
and destination addresses have nothing to do with physical layout.

CABLE INSTALLATION

To connect the host and the first satellite take one of the 75-ohm ter-
minators and connect it to one the horn ends of a "T" connector. Connect
the primary coax cable to the opposite horn. Connect the white coax pig-
tail from the high speed 1link DATACOM board on the host to the stem plug
on the "T" connector. This completes the cable connections at the host
end.

Run a free end of the primary coaxial to the first satellite station.
Connect one horn of another "T" connector to the end of the primary coax
cable. Connect the remaining 75-ohm terminator to the opposite horn of
the "T" connector. Join the 20-foot satellite coax cable to the coax pig-
tail from the satellite DATACOM board. Connect the free end of the
satellite coax to the stem of the "T" connector.

ADDING SATELLITES TO THE HIGH SPEED LINK

To add a satellite to an existing high-speed link it is only necessary
to remove the 75-ohm terminator from the "T" connector at the satellite
end of the cable, connect a length of cable in its place, add a "T" con-~
nector to the end of the new length of cable, connect the coax stub from
the new satellites DATACOM card to the new "T" connector and connect the
75~ohm terminator to the new "T" connector.



CHAPTER 4

RSX-11M SOFTWARE PREPARATION ‘

The Emulogic EMUNET system software has been supplied to you on an RLO2
disk cartridge. Included 1in this package is a software loading utility
program. This program both prepares the files that serve as virtual disk
volumes for the satellites and loads the control software modules for EMU-
NET system.

THE SOFTWARE LOADING UTILITY

The EMUNET system software distribution kit for RSX-1IM provides an
interactive program to aid in the installation of the system’s control
software. This program is contained in the executable file, VDSKGEN.CMD.

By running the VDSKGEN command procedure you can select parameters des-
cribing the EMUNET system in your machine environment. Among other
factors, you can choose the host disk device(s) to contain the virtual
volumes as well as volume size and number. When this interacive program
receives all necessary parameters, it task-builds the virtual disk
software, installs it, creates the virtual volumes, initializes the virtu-
al volumes with the RT-11 operating system, writes virtual disk bootstraps
to the virtual volumes, and places the EMUNET system in operation.

VDSKGEN creates a private virtual disk volume for each satellite as
well as a common virtual disk volume. When the system is initialized,
each satellite is connected to its private volume as VSO: and the common
volume as VS7:. Thus all satellites have access to the same common
volume.

The private disk volumes contain RT-1l system programs for bootstrap-
ping and normal development activities and work and storage space for the
satellite user. The common virtual disk contains RT-1l utilities, emula-
tion software, and other materials of a read-only nature.
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It is necessary to prohibit write access to virtual volumes held in
common. However, any number of satellites can have simultaneous read
access. To ensure this condition, maintenance of common volumes is
acheived at the host level through the use of the VDX utility or RTEM-11
(RT-11 Emulator). In this way the system manager can have control over
the contents of the common volume while protecting it from modification by
satellite users.

CALCULATING VIRTUAL STORAGE REQUIREMENTS

Before running VDSKGEN you should consider which device is to contain
the virtual disk volumes, how many satellites are being supported, and how
much storage to assign to each volume.

The virtual volumes are actually Files-11 files which contain the RT-11
volume structure internally. When they are created, each is assigned a
certain amount of storage. This storage is expressed in terms of 512-byte
disk blocks, specified at the time of file creation. Therefore, if you
wanted to create virtual disk volumes which each contained the storage
capacity of an RX02 floppy disk, you would allocate 1000 blocks to each.
You may allocate any amount of storage per virtual volume up to the capa-
city of the device on which it is supported.

To configure the virtual disk system for your host, you need to
determine the size required for each of the private volumes and for the
common volume. Usually the common volume is allocated larger than any
private volume, since it will contain a considerable amount of data.
Remember that each satellite has its own private volume and thus the
amount of storage you select for the private volumes will be added up and
the sum added to the size of the common volume. Both VDX and RTEM-11 have
dynamic facilites to allow for the extension of virtual volumes (making
them bigger) so it is not necessary to create virtual volumes which are
padded for future expansion.

The storage allocated for a virtual disk volume can be calculated in
the following manner. Each disk block contains 512 bytes, so there are
2000 blocks per megabyte. If you have a high-speed link with five satel-
lites and each satellite has a private volume containing 0.5 megabyte,
then the allocation for each satellite would be 1000 blocks, and the total
for all private volumes would be 5000 blocks (2.5 megabytes). To this you
must add the storage allocated to the common volume. If the common volume
requires 6000 disk blocks (3 megabytes) of storage, then the total alloca-
tion for the entire virtual disk system will be 11000 blocks (5.5
megabytes). You should check the amount of free space on the intended
host disk device before allocating space to the virtual disk system to
insure that there will be sufficient room to hold volumes of the size you
have chosen.



RSX-11M SOFTWARE PREPARATION Page 4-3

LOADING AND EXECUTING THE VDSKGEN PROGRAM

The EMUNET system software distribution disk contains an interactive
program file which installs VDS on the host processor. To use this utili-
ty, log on under a privileged account, mount the distribution volume, and
copy the file "[1,301]VDSKGEN.CMD" to your UIC. You can then invoke the
loading program with an "@VDSKGEN" command.

VDSKGEN prompts you for parameters of the host configuation and the
size of the virtual disk volumes. It will then automatically copy the
distribution control programs and files to the host and create the virtual
disk system.

It may be necessary, on some systems, to use the disk drive device on
which the VDS distribution has been mounted as the destination for the
virtual volumes. After the distribution files are copied, you will be
prompted to remove the distribution disk. At this time vou can replace
the distribution disk with the destination disk for your virtual volumes.

The following statements represent the command sequence for loading and
executing the interactive software loading utility, VDSKGEN. Remember
that to load the file from the distribution medium, you must log on under
a priviledged account.

>MOU dev:VIRDSK
>PIP /NV/FO=dev:[1,301]}VDSKGEN.CMD
>@VDSKGEN

In the sequence above, '"dev" represents the device name of the unit hold-
ing the distribution medium. ">" represeants the system prompt, and "@"
represents the system command file prefix.

VDSKGEN Dialogue

Once you have started the VDSKGEN program, it produces a series of
prompts for information about the host machine and the structure of the
desired virtual disk volumes. With each prompt there is an explanation of
the parameter options you can choose. When you enter a selection, the
program accepts your response and displays the next prompt. If you press
the RETURN key alone for any prompt, the system selects the default value
for that parameter. When you have replied to all prompts in the sequence,
the VDSKGEN enters generation mode.

Using the parameters you supplied during the prompt sequence, the pro-
gram first task-builds, installs, and initializes the required host tasks.
Next it creates the virtual volumes, loading each private volume with the
RT-11 operating system. Finally it assigns the virtual volumes to the
appropriate satellites and places the virtual disk system on line.
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Phase I1

Continue

Chaining

Distribution device

VDX device

VDX unit

VDSKGEN work device

Work unit

Common unit

Marker unit

Delete

Disk ready

Inhibit copy

proceeds with task-building of driver (zvdrv),
utilities (VIP, VDX, KED) and clean-up (if select-
ed). Default: yes, continue with building.

are you continuing from the previous phase (Phase
I)? 1If "no," system asks environment questions
that follow. If "yes," program uses existing
environment for next phase. Default: vyes, con-
tinue with existing parameters.

(if not chaining) provide the device and unit
names on which the distribution medium is mounted.
Default: DL1: .

(if not chaining) provide the device code for
VDX.TSK created in Phase I. Default: sysdev:

(if not chaining) provide the unit code (UIC) for
VDX.TSK as created in Phase I. Default: [sysuic]

disk device for temporary use during system build-
ing. Unless there are exceptions, accept default.
Default: SY: .

unit for private volume workspace. Unless there

are exceptions, accept default. Default:
{200,302] .

unit for common volume workspace. Unless there

are exceptions, accept default. Default:
[200,303] .

unit for node marker (index) workspace. Unless

there are exceptions, accept default. Default:
[200,304] .

you can request the system to delete workspace
files after task-building. Default: yes, delete
workspace units.

the EMUNET system distribution volume (02) must be
mounted in a drive. Check that the medium is
ready and enter "Y" for yes at the terminal.
Default: no, not ready.

if distribution files are already copied =-- as
from a previous EMUNET system generation —— this
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Copy successful

Virtual device

Virtual unit

Destination ready

Private volume size

Common volume size

How many satellites

Sufficient space

Distribution backed up

Change answers

option cuts system building time. Default: no,
copy all files.

unless an error occurs, accept default. Default:
yes, files successfully copied.

code of device holding private wvirtual volumes.
Default: DLl1: .

code of the unit containing virtual volumes.
Default: [7,2] .

mount medium to hold virtual disks. Enter "Y" for
yes at the terminal. Default: no, not ready.

number of 512-byte blocks per unit; 2000=1 mbyte.
Default; 500.

number of 512-byte blocks per unit; 2000=1 mbyte.
Default; 500.

number of ECL-3211 MDS workstations connected via
system network. The range 1is from 1 to 15.
Default: 8 satellites.

does the available space on the requested device
exceed the requirements of the virtual volumes?
Default: vyes, there is enough space.

you should always make a copy of distribution
software. If this has been done, accept the
default. If not done, enter "N" for no and make
back-up copies at this time. Default: yes,
back-up already made.

this is the last question and last opportunity to
change specifications for Phase II. If you enter
"Y" for yes, the system will restart the Phase 1II
cycle. Default: no changes.
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Phase III

Chaining - allows use of environment from previous phase
(Phase II) for current system building. Unless
this is a restart, accept the default. Default:
yes, use existing parameters.

Disk on virdev —- is the medium containing the virtual volumes phy-
sically on the device designated as the residence
of those volumes? If chaining, enter "Y" for yes.
If you are not chaining, check disk. Default:
no, disk not cs;;éctly mounted.

Partition = ZVDRV and VIP must be located in a convenient par-
tition to assure correct operation of the EMUNET
system. Unless and exceptional condition exists,
accept the default. Default: "GEN" (general)
partition available on all systems.

Inhibit ONLINE -~ the system can automatically put the EMUNET system
into on-line mode after system building is com-
plete. If you enter "Y" for yes, you must invoke
the ONLINE.CMD command file (as described under
"System Cold Start After Initial Installation" in
this chapter) to place the system on line. Unless
you have other set-up procedures to carry out,
accept the default. Default: no, do not inhibit
automatic calling of ONLINE.CMD .

SYSTEM COLD START AFTER INITIAL INSTALLATION

Since placing the EMUNET system on line involves the activation of sev-
eral software elements, any system cold start requires executing a
procedure to restore the EMUNET system to its on-line status. A  command
file called ONLINE.CMD, created by VDSKGEN, contains the code necessary to
accomplish this task.

The ONLINE command can be executed manually or included in the system
start-up command file for automatic execution. To run the ONLINE command,
type the following statement:

@[1,54]ONLINE



CHAPTER 5

VAX/VMS SOFTWARE INSTALLATION

The Emulogic EMUNET system software has been supplied to you on media
appropriate to your installation. Thus, you will have one of the follow-
ing sets:

o 3 single-sided, single-density floppy diskettes (RX0l),
o 3 DEC-standard cartridge tapes (TU58),

Included in this media set is a software loading command procedure. This
program both prepares the files that serve as virtual disk volumes for the
satellites and loads the control software modules for the EMUNET system.

THE VAX/VMS SYSTEM UPDATE UTILITY

The Emulogic EMUNET system software package for VAX-1l computers run-
ning under the VMS operating system is provided on media appropriate for
your installation. Usually this consists of a set of 3 DEC-tape Il car-
tridges. Each set contains programs, file builders, tables, and other
files necessary to control and maintain the EMUNET environment. To pro-
vide for correct and convenient installation and initialization of the
software, you can use the VAX/VMS System Update (VMSUPDATE) procedure.
The steps for using this utility are described in the following section.

USING THE SYSTEM UPDATE PROGRAM

The System Update (VMSUPDATE) utility allows for orderly installation
of the VDS software modules., VMSUPDATE automatically allocates space to
load the program files and creates the database for monitoring satellites
and the wvirtual disk volumes. Load the software from the distribution
tape cartridges according to the following steps.

1. ( ) Log on to the system under a privileged account.
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Place the VAXHSLO3 volume in the drive
Are you ready to continue?:

8. ( ) Mount the third tape, labeled "VAXHSLO3", in the

drive.

9. () At the terminal, enter "Y" for yes.

The system begins copying the data from the last
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console

tape.

When the copying is complete, all the common and private

virtual volumes have been created.

The system displays a prompt, indicating the end
copying:

Are there any more kits to process?:

10. ( ) Enter "N" for no to conclude the VDS software
tion.

11. ( ) Retrieve the third VDS cartridge from the console

these installation procedures.)

VAX/VMS EMUNET FILES

of

tape

installa-

drive.
(Replace any cartridge that was mounted when you began

After using the System Update utility to load the EMUNET VDS
you will have several new system files in addition to the virtual volumes

for the satellites. Table 5-1 shows the files loaded from

EMUNET system VAX/VMS distribution media.

File Description

SYSSHELP:ECPHELP.HLB A help library for ECP,

SYS$MANAGER: EMUCONFIG.COM A command input file for ECP,.

by EMUNET.COM. The distribution

configures one satellite.

SYSSMANAGER:EMUNETUP.COM A command procedure to load

the

software,

Emulogic

It is used

driver, and start the EMUNETMGR.

SYSSMANAGER :EMUNETDWN.COM A command procedure to shutdown the

work.

SYSS$SMANAGER : LOADZV. COM A command procedure to load

copy

the HSL

net-

the HSL



VAX/VMS SOFTWARE INSTALLATION PAGE 5-4

driver.

SYS$SYSTEM: COMMON. DSK A virtual volume containing common RT-1l
utilities.

SYSSSYSTEM:ECP.EXE The EMUNET Control Program.

SYSSSYSTEM: EMUNETMGR.EXE The network manager.

SYS$SYSTEM:PRIVATE.DSK A prototype private (write access) virtu-
al volume, that contains a boot for the
HSL and RT-11 system software. This
volume should be copied for each node.

SYSSSYSTEM:VDX.EXE The virtual volume file transfer utility.

SYSSSYSTEM:ZVDRIVER.EXE The driver for the HSL.

FINAL ADJUSTMENTS

To run the EMUNET system most conveniently, we suggest that you modify
your system and manager bootstrap command files —-— SYS$SYSTEM:STARTUP.COM
and SYSSMANAGER:SYSTARTUP.COM. Once you have done this, each time the
system 1is cold-started it will be correctly configured for EMUNET system
operation. The additions are described in the following sections.

SYSTEM START-UP FILE MODIFICATION

First, log on under a privileged account. Then use a text editor to
modify the file SYS$SYSTEM:STARTUP.COM. Re-writing the command "AUTOCON-
FIGURE ALL" to read:

AUTOCONFIGURE ALL/EXCLUDE=(XA)
This ensures that the system does not attempt to configure the XA-type HSL

boards. That function will be performed by the network driver loader, as
described in the next section. Exit from the text editor.

MANAGER START-UP FILE MODIFICATION

Now use the text editor to modify the command file,
SYS$MANAGER: SYSTARTUP. COM. In this file, you should append the following
2 commands after those already present:

$ @SYS$SMANAGER:LOADZV
$ @SYSS$SMANAGER:EMUNETUP






